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Abstract

This paper presents a comparative study of color descriptors for content-based image retrieval on the Web. Several image descriptors were compared theoretically and the most relevant ones were implemented and tested in two different databases. The main goal was to find out the best descriptors for Web image retrieval. Descriptors are compared according to the extraction and distance functions complexities, the compactness of feature vectors, and the ability to retrieve relevant images.

1 Introduction

In recent years, the popularization of digital image and video devices has made image collections’ growth become exponential. In fact, a huge amount of visual information is available to a large number of users. In this scenario, there is a demand for searching systems able to easily, efficiently, and effectively retrieve this kind of information.

The most used approach for visual information retrieval nowadays is based on text annotations. Images are associated with keywords and these keywords are used for indexing and searching for images. The main advantage of this approach is that it relies on semantically enriched descriptions. However, the process of describing images textually usually leads to interpretation problems. Different people may have different interpretation of the same image.

Another approach to retrieve visual information is the so-called content-based image retrieval (CBIR). This approach describes images using low-level features, like color, texture or shape of objects. The main advantage of this approach is that it does not suffer from the subjectiveness of textual description. Its main drawback is related with the lack of semantic information, also called semantic gap.

CBIR is based on image descriptors. They are responsible for extracting image features like color, texture or shape of objects. The features extracted are used for image comparison.

Color is the visual feature most used in CBIR systems and also the most explored in literature. The main reason is because humans tend to differentiate images mostly by means of color features. Despite the large number of color image descriptors in literature, most of them are not suitable for heterogeneous databases with a huge number of images. One problem with many proposed color descriptors is that their time and space complexities are usually not analyzed. Furthermore, when proposed, they are tested in restricted image databases. For example, these databases have only images from a specific domain.

This paper presents a comparative study of color image descriptors. The evaluated set of descriptors includes widely used and recently proposed in the literature. The main focus is to evaluate their use on the Web, a general purpose application with a huge amount and heterogeneous visual content. This paper may serve as a guide to developers of image search engines.

The paper is organized as follows. The next section contains an overview about color description. Section 3 shows the main issues related to Web image retrieval. Section 4 presents the evaluation criteria for this comparative study of color descriptors. Section 5 contains the results of our comparative study, giving as brief description of the descriptors chosen for our experiments and the reason for the choice based on the criteria previously presented. Section 6 shows our experiments involving a large and heterogeneous image database. Concluding remarks are presented in Section 7.

2 Color description overview

One of the most important features visually recognized by humans in images is color. Humans tend to distinguish images based mostly on color features. Because of this, color features are the most used in CBIR systems and the most studied in literature.

Formally, a descriptor $D$ can be defined as a pair $(\epsilon_D, \delta_D)$ [3]. $\epsilon_D$ is an algorithm for extracting image features, which are stored in feature vectors. The $\delta_D$ function is responsible for comparing these vectors. A distance (or
similarity) between two vectors is calculated by $d_D$. This
distance is assumed to be the distance between the images
the vectors represent. Usually, the similarity is the inverse
of the distance. Most of the descriptors analyze just one
kind of image feature. The descriptors studied in this work
consider color information, because of this they are called
color descriptors.

There are three main approaches for color description.

One approach considers the color image information
globally. This approach is usually simple, because pre-
processing or segmentation step is necessary to extract fea-
tures, what leads to fast feature extraction. However, it has
some drawbacks. For example, in many cases, spatial dis-
tribution of colors are not encoded resulting in low effec-
tiveness. Most descriptors of this category codifies image
features in histograms. The most common one is the Global
Color Histogram [23].

Another approach partitions the image into fixed-size
cells and extracts information from each cell. This approach
usually codifies more spatial information, however it can
lead to high space overhead. A descriptor of this kind is the
Local Color Histogram [23].

A third approach divides the image into regions, which
may be different to each image. The division is often made
by a segmentation algorithm. Therefore, it introduces a
step that increases the complexity of the extraction process.
In general, this approach presents higher effectiveness re-
trieval, however it has higher computational cost. A de-
scriptor of this category is Color Coherence Vector [17].

The most desirable characteristics of an image descriptor
are: fast feature extraction, compact feature vectors genera-
tion, fast distance calculation, and high effectiveness.

3 Web: a general purpose application

Recently, Web is becoming more and more important,
being present in everyday life of millions of people. It con-
tains a very huge amount of content about every kind of
subject. Because of this, Web is nowadays one of the largest
and most heterogeneous databases in the world. A great
amount of this database is composed by visual elements,
like images and videos. In 2003 [10], there were 425 mil-
lion images indexed by Google Image Search. This leads to
a big challenge: how to retrieve this visual information.

As presented in previous sections, CBIR systems with
color descriptors can be used for this task. The common
searching process is characterized as follows. A query is
defined by a user (for example, by defining a query image)
and the system has to find images relevant to the query. This
is done by extracting query image features and comparing
them to the features of the database images. Each compari-
on returns a distance between the images and this distance
is used to rank the database images. This will define which
of them will be shown to the user.

When a search engine is used in the Web, the user can-
not wait too much to see the results. Otherwise, the search
engine will not be used anymore. For example, consider
searching for an image in the Web. In this case, a huge
number of images must be compared to the query. Because
of this, descriptors must be very fast to compare images and
must also be fast to extract image features in order to give
high efficiency for a Web CBIR system.

Descriptors should also generate compact feature vec-
tors. The amount of space required to store feature vectors
is proportional to the number of images in the database. The
more compact the feature vectors are, the less is the impact
of storage requirements in the CBIR system. As the Web
has a huge number of images, the compacteness of feature
vectors is even more important.

Another important issue related to Web image retrieval is
the evaluation of effectiveness. Again, Web has character-
istics that require attention in this process. Since database
images are not known, it is not possible to classify them
in categories or classes. This makes it impossible to au-
tomatically extract some evaluation measures from the re-
results, and, in consequence, it makes the evaluation process
slower. Also, as we do not know the whole image database,
it is impossible to know if the best ranked images are the
most relevant to the query.

One way to evaluate this kind of system is using real
users. They can indicate which images are relevant and
which images are not for a given query result. After this,
evaluation measures can be computed. We consider that
real users are a reliable way to test the system. They will
reflect the same using conditions that the system will face
when being used in real life.

4 Evaluation criteria

We compared several color image descriptors based on
the main issues presented in previous sections. We choose
recently proposed descriptors and descriptors that are im-
portant in literature. Next we define the main criteria con-
sidered in the comparison.

4.1 Feature extraction complexity

The feature vector extraction algorithm of a descriptor is
used when the features of an image needs to be extracted.
This occurs in two different moments in a CBIR system.
The first moment is when the image is gathered from the
Web and is inserted into the system database. At this time,
its features need to be extracted and stored into the database.
This is often done of line. The other moment occurs when
a query is sent to the system (we are considering here query
by image example). If the query image is not an image from the system database, its features need to be extracted at running time. The system will be able to start the search only after the query image features are extracted.

Even considering that most of the extraction task is done off line, an important step in done on line. This shows that fast extraction functions are desirable.

### 4.2 Distance function complexity

The distance function of a descriptor, usually, is responsible for the major amount of computational time required for a query processing. During a search, the query image must be compared to many other images of the database, leading to a very large number of comparisons, or better, leading to a very large number of distance calculations. Considering a sequential scan, the query image must be compared to every other image in the database.

The distance function is also very important due to indexing requirements. Large databases often require the use of an index structure. Without it a query would take much time. Indexing structures reduce the number of image comparisons, consequently reducing the retrieval time. They eliminate comparisons with potentially dissimilar images. The indexing of descriptors distance functions is highly desirable. Metric distance functions, like L1 and L2, are example of indexable functions.

### 4.3 Space requirements

The features extracted by the extraction algorithm of a descriptor are usually stored into feature vectors. Every image in the database will have one feature vector per descriptor, in other words, the amount of space required to store feature vectors is proportional to the quantity of images in the database. Considering the Web scenario, where a huge number of images exists, a very large space will be required to store feature vectors. We may also consider that more than one descriptor should be used to deal with Web images heterogeneity. Therefore, this space is even a multiple of the number of descriptors used. This emphasizes the importance of generating compact feature vectors.

Many extraction algorithms generate constant size feature vectors, that do not depend on the size of the image. However, there are others that generate variable-size vectors.

### 4.4 Descriptor validation

We also considered in our evaluation the test environment used to validate a given descriptor. By test environment we mean the databases with which it was tested, to which other descriptors it was compared and the evaluation measures used. The experimental setup in a descriptor proposal could show us if the descriptor is able to lead with heterogeneous and large databases. This is important to determine if the descriptor can be used on the Web. The comparison of the given descriptor to other existing descriptors shows us that, if the descriptor is compared only with variations of itself, it is a reason to believe that it was not able to show advantages over the most important existing descriptors.

### 5 Evaluation results

We analyzed several color descriptors based on the papers in which they were proposed. We tried to find the most relevant information according to the criteria presented previously. The analysis result is summarized in Table 1 and Table 2. Table 1 shows the extraction algorithm and distance function complexities and the space requirements of each of the descriptors studied. Table 2 shows the main information about the descriptors’ validation.

In some papers the information could be gathered directly, because they were explicitly presented. For example, some papers presented the descriptor extraction algorithm complexity in $O(n)$ notation. However, in the great majority of papers, we had to analyze deeply to obtain the information we were looking for, because they were not explicitly presented. Besides this, some papers do not present enough information to analyze some criteria.

Analyzing the tables we can see that descriptors like [1, 7, 14, 19, 27, 28] have extraction algorithms with an extra complexity related to the most common $O(n)$ complexity. The faster the extraction algorithm, the less the impact of this algorithm in a Web CBIR system. Descriptors like [1, 6, 9, 19] present a distance function with an additional complexity. This can make a Web CBIR system not so fast to response user requests. Descriptors like [6–9, 20, 22] generate little compact feature vectors what would require high storage capability. Considering Table 2 it is possible to see some descriptors that were tested in image databases with few images or with images from a specific domain, like the descriptors proposed in [2, 6, 15, 16]. Some descriptors were compared only with themselves like [2, 13, 25]. Although some descriptors are not good for some criteria, they can be very good in other ones. For example, the descriptor presented in [25] was compared only with itself, but its extraction algorithm generates very compact feature vectors. Another example is the descriptor proposed in [16]. Although its experiments had been run in a database with images from a specific domain, it has a very fast distance function.

Based on the comparison criteria, we choose some descriptors to implement and test in two image databases. We also choose descriptors that are usually used as base-
Table 1. Descriptors comparison: extraction and distance functions complexity, and space requirements. Caption: $n$ is the number of pixels in an image, NC=not clear, ND=not mentioned.

<table>
<thead>
<tr>
<th>Descriptor</th>
<th>Extraction algorithm</th>
<th>Distance function</th>
<th>Feature Vector Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCN(27)</td>
<td>CIE XYZ + QM + GLA+</td>
<td>$O(n)$</td>
<td>$O(MD)$</td>
</tr>
<tr>
<td>(28)</td>
<td>Histogram</td>
<td>$O(n)$</td>
<td>$O(Nc)$</td>
</tr>
<tr>
<td>(29)</td>
<td>DCN(27)</td>
<td>$O(n)$</td>
<td>$O(Nd)$</td>
</tr>
<tr>
<td>(30)</td>
<td>LW-HSV(25)</td>
<td>$O(n)$</td>
<td>$O(GLA)+O(n*Q)+O(n)$</td>
</tr>
<tr>
<td>(31)</td>
<td>BIC(5)</td>
<td>$O(n)$</td>
<td>$O(NM)$</td>
</tr>
<tr>
<td>(32)</td>
<td>CM(16)</td>
<td>$O(n)$</td>
<td>$O(nlogn)$</td>
</tr>
<tr>
<td>(33)</td>
<td>CCV(17)</td>
<td>$O(n)$</td>
<td>$O(nb)$</td>
</tr>
<tr>
<td>(34)</td>
<td>GCH(22)</td>
<td>$O(n)$</td>
<td>$O(nb*tb)$</td>
</tr>
<tr>
<td>(35)</td>
<td>LCH(21)</td>
<td>$O(n)$</td>
<td>$O(nb)$</td>
</tr>
<tr>
<td>(36)</td>
<td>DCSD(27)</td>
<td>$O(n)$</td>
<td>$O(nb)$</td>
</tr>
<tr>
<td>(37)</td>
<td>CBC(19)</td>
<td>$O(n)$</td>
<td>$O(nb)$</td>
</tr>
<tr>
<td>(38)</td>
<td>NBC(22)</td>
<td>$O(n)$</td>
<td>$O(nb)$</td>
</tr>
</tbody>
</table>

From these values, it is generated the chromaticities $(x, y, z)$, where $x = X/Y + Z$ and $y = Y/X + Z$. From these values, it is generated the chromaticities trace, which indicates the presence or not of a value $(x, y)$ in the image. As it is possible to exist more than one image pixel with the same chromaticity value $(x, y)$, the chromaticities histogram is also calculated. The trace and histogram are used to define the chromaticity moments. In our experiments, like in [16], 6 moments were used. This results in a feature vector with 12 values. The distance function is very simple. It calculates the modulus difference between corresponding moments. The reasons for us to choose CM are its good effectiveness in heterogeneous databases and its fast distance function.

The Local Color Histogram (LCH) [23] is a partition-based descriptor which divides the image in fixed size cells and calculates a color histogram of each cell. The distance function compares the corresponding cell histograms. In our experiments, LCH generated feature vectors with 1024 bins and L1 distance function was used.

The Color Coherence Vector (CCV) descriptor [17] classifies each pixel in either coherent or incoherent, based on whether or not it is part of a large similarly-colored region. The CCV extraction algorithm first blurs the image and the color space is discretized to eliminate small variations between neighbor pixels. Next, the connected components of the image are found in order to classify the pixels in coherent or incoherent. Its distance function can be any that compare histograms. In our experiments, L1 distance was used.

GCH, LCH, and CCV were chosen because they are popular descriptors and each of them follows a different color extraction approach. GCH is global-based, LCH is partition-based and CCV is region-based.

BIC [5] is a region-based color descriptor, whose name comes from Border/Interior Pixel Classification. Its extraction algorithm classifies the image pixels in border or interior pixels. The image is first quantized into 64 colors in RGB color space. Then, each pixel is classified as interior if its neighbors (above, below, left and right pixels) have the same color. Otherwise it is classified as border pixel. After the classification, two histograms are generated: one for border pixels and other for interior pixels. These histograms are stored as one single histogram with 128 bins. The distance function is called dLog and it compares histograms in a logarithmic scale. The reasons for us to choose BIC are its good effectiveness in heterogeneous databases and its fast distance function.

The CM [16] descriptor characterizes images by chromaticity values. These values are calculated after image conversion to CIE XYZ color space. Chromaticity values $(x, y)$ are then calculated as $x = X/Y + Z$ and $y = Y/X + Z$. From these values, it is generated the chromaticities trace, which indicates the presence or not of a value $(x, y)$ in the image. As it is possible to exist more than one image pixel with the same chromaticity value $(x, y)$, the chromaticities histogram is also calculated. The trace and histogram are used to define the chromaticity moments. In our experiments, like in [16], 6 moments were used. This results in a feature vector with 12 values. The distance function is very simple. It calculates the modulus difference between corresponding moments. The reasons for us to choose CM are its compact feature vector generation and its fast distance function.
Table 2. Descriptors comparison: tests environment and validation.
Caption: HET=Heterogeneous, HET-Web=Heterogeneous and from the Web, NU=Not used, NC=No comparison with other descriptors, IT=Compared with variations of itself, ND=Not mentioned.

<table>
<thead>
<tr>
<th>Descriptor</th>
<th>DB features</th>
<th>DB size</th>
<th>Evaluation measure</th>
<th>Comparisons</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLM[15]</td>
<td>MPEG/ CLD</td>
<td>3000</td>
<td>ANMRG, SRRR</td>
<td>GCH, CLD, MCL, CLD</td>
</tr>
<tr>
<td>[20]</td>
<td>S3D</td>
<td>3000</td>
<td>Recall × 10, Precision</td>
<td>SIFT</td>
</tr>
<tr>
<td>[18]</td>
<td>LUV (15)</td>
<td>3000</td>
<td>ANMR, SRRR, NYR</td>
<td>SIFT, CMM, GCH</td>
</tr>
<tr>
<td>HSV[15]</td>
<td>20000</td>
<td>1000</td>
<td>ANMR, SRRR, NYR</td>
<td>SIFT, CMM, GCH</td>
</tr>
<tr>
<td>[1]</td>
<td>ALM (Ams-terdam)</td>
<td>100</td>
<td>Number of repeated CHFT features divided by number of SIFT features</td>
<td>SIFT</td>
</tr>
<tr>
<td>[4]</td>
<td>HET</td>
<td>5000</td>
<td>ANMRG, Precision, Recall</td>
<td>GCH, Hybrid Graph Representation, Color Correlogram</td>
</tr>
<tr>
<td>MMD[12]</td>
<td>CCD, MPEL-7</td>
<td>5000</td>
<td>ANMRG, IT</td>
<td>GCH</td>
</tr>
<tr>
<td>[13]</td>
<td>HET</td>
<td>5000</td>
<td>ANMRG, IT</td>
<td>GCH</td>
</tr>
<tr>
<td>[14]</td>
<td>HET</td>
<td>5000</td>
<td>ANMRG, IT</td>
<td>GCH</td>
</tr>
<tr>
<td>[26]</td>
<td>Berkeley Dig- i t Library</td>
<td>25000</td>
<td>Scope × Recall</td>
<td>GCH, Joint Histogram, and Color Correlogram</td>
</tr>
<tr>
<td>[19]</td>
<td>Cricket Low DIF</td>
<td>6968</td>
<td>Precision × Recall</td>
<td>Binomial</td>
</tr>
<tr>
<td>[17]</td>
<td>(1) Zvi- mosa and (2) CLIC</td>
<td>(11) 5451 and (2) 15800</td>
<td>SV</td>
<td>Belfor/KMSM segmentation</td>
</tr>
<tr>
<td>[24]</td>
<td>(3) COREL, (2) MPEG7, (1) MATRON</td>
<td>(11) 10000, (2) 2496, (3) 32950</td>
<td>ANMRG</td>
<td>GCH, DB, KCL, ORB, KIT (4 variations)</td>
</tr>
<tr>
<td>[15]</td>
<td>COREL</td>
<td>10500</td>
<td>Precision, Recall, Rank</td>
<td>Simplex, White, Color Correlogram, Edge Correlogram</td>
</tr>
<tr>
<td>[20]</td>
<td>COREL</td>
<td>30000</td>
<td>Precision × Recall</td>
<td>GCH, CUC, Grid</td>
</tr>
<tr>
<td>CUB[22]</td>
<td>JEWFAB</td>
<td>3000</td>
<td>ANMRG, Recall, Precision</td>
<td>SIFT, Geometric</td>
</tr>
<tr>
<td>[2]</td>
<td>COREL</td>
<td>220</td>
<td>Precision, Recall</td>
<td>HET, SVM</td>
</tr>
<tr>
<td>[4]</td>
<td>HET</td>
<td>1000</td>
<td>Precision, Recall, Rank1, Rank2, FPR, FNR, PPR, PNR</td>
<td>GCH, CCV</td>
</tr>
<tr>
<td>[10]</td>
<td>CA</td>
<td>642</td>
<td>GCH</td>
<td></td>
</tr>
<tr>
<td>CM[16]</td>
<td>Video (bina ry, 640)</td>
<td>2266</td>
<td>Precision and Recall</td>
<td>Histogram Intersection</td>
</tr>
<tr>
<td>BR[5]</td>
<td>COREL</td>
<td>20000</td>
<td>Precision × Recall, Rank</td>
<td>GCH, CCV, CUC, Grid</td>
</tr>
<tr>
<td>CBR[19]</td>
<td>COREL</td>
<td>20000</td>
<td>Precision × Recall, Rank</td>
<td>CCV, LUMA, GCH, Grid, CUB</td>
</tr>
<tr>
<td>CVC[17]</td>
<td>(4) Chabot, (4) FBIC, (4) COREL, (4) PhotoCD, (5) Video scenes</td>
<td>(11) 11670, (2) 21456, (3) 10040, (4) 495, (5) 549</td>
<td>Rank</td>
<td>GCH</td>
</tr>
<tr>
<td>LSA[24]</td>
<td>Objects at clone</td>
<td>900</td>
<td>Average Match Percentile</td>
<td>Histogram Intersection, Incremental Intersection</td>
</tr>
</tbody>
</table>

The descriptors chosen were coded in C and tested in two image databases. The first database is the eth-cropped-close database (eth) with 3280 color images of one single object, like tomatoes, cars, and cups, for example. The objects appear in many variations of rotation. For instance, a car was photographed from different angles. This database is equally divided into 8 classes where each class represents a different object, and all images are 128x128 pixels.

The other database contains more than 250 thousand images from the Web that were gathered from the Yahoo! directory. It is a very heterogeneous database that represents well the content of the Web. There is no categorization or subdivision in classes and the images are stored the same way they were gathered, with no post-processing or dimension reduction.

The experiments were run in a computer with 2 Xeon Quadcore processors and 4GB of RAM. Despite the computer multi core capability, the implementation of the descriptors was not tuned to parallelization.

We used eth database to extract evaluation and distance times, space requirements and effectiveness. Effectiveness was evaluated by precision × recall curves. We used all database images as query images. For yahoo database we analyzed effectiveness using only a part of the database. Two thousand images were collected from the full yahoo database. Each of the two thousand images was used as query image. In Section 6.2 we show some retrieval results to illustrate descriptors effectiveness in this heterogeneous databases. As future work, we will evaluate the effectiveness in yahoo database using real users.

6.1 Efficiency analysis

Our time measurements were done as follows. Every feature extraction was done three times, and its elapsed time was calculated: $t_1$, $t_2$ and $t_3$. An arithmetic average was taken from these three calculations, $avg_1 = \frac{t_1 + t_2 + t_3}{3}$.
where \( i \) is the image processed. After all images were processed, we took an arithmetic average from all previous averages, \( \text{avg}_{f_{\text{final}}} = \frac{1}{N} \sum_{i=1}^{N} \text{avg}_{f_{i}} \), where \( N \) is the number of images in the database. The setup was the same for distance functions time measurements. In the end we have, for each descriptor, one \( \text{avg}_{f_{\text{final}}} \) and one \( \text{avg}_{\delta_{\text{final}}} \). This setup was used to reduce the influence of possible operating system processes preemptions.

Table 3 indicates the relative extraction times considering GCH as reference. We can see that GCH, LCH, and BIC have the fastest extraction algorithms. LCH is 19% slower than GCH and BIC is 55% slower than GCH. CW-HSV is 86% slower than GCH, but is faster than CM, that is almost the double slower than GCH. CCV has the slowest extraction algorithm being almost four times slower than GCH. This means that, when a query image needs to be processed, it will take almost four times longer with CCV than with GCH.

Table 3. Relative extraction times, in the \( \text{eth} \) database.

<table>
<thead>
<tr>
<th></th>
<th>GCH</th>
<th>BIC</th>
<th>CCV</th>
<th>CM</th>
<th>LCH</th>
<th>CW-HSV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ratio</td>
<td>1.00</td>
<td>1.55</td>
<td>3.91</td>
<td>1.98</td>
<td>1.19</td>
<td>1.86</td>
</tr>
</tbody>
</table>

Table 4 shows the same analysis made to distance function times. In this case, the three fastest ones are those related to CW-HSV, CM, and GCH, in this order. CW-HSV is very fast to compare feature vectors, taking almost the half of the time taken by GCH. CM is 17% faster than GCH to compute distances, BIC and CCV are around 40% slower and LCH is almost 7 times slower than GCH.

Table 4. Relative distance function times, in the \( \text{eth} \) database.

<table>
<thead>
<tr>
<th></th>
<th>GCH</th>
<th>BIC</th>
<th>CCV</th>
<th>CM</th>
<th>LCH</th>
<th>CW-HSV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ratio</td>
<td>1.00</td>
<td>1.39</td>
<td>1.40</td>
<td>0.83</td>
<td>6.59</td>
<td>0.56</td>
</tr>
</tbody>
</table>

Table 5 shows the descriptors space requirements for the feature vector of one image. The first row of Table 5 shows the feature vectors size considering the number of (integer) values they contain. The second row shows the absolute feature vectors size in bytes (or bits), considering no compression and that an integer variable has 4 bytes. The third row shows the feature vectors size relative to GCH feature vector (using second row as reference). The number of quantization levels used for all descriptors was 64. This made CCV and BIC generate feature vectors with 128 integer values and GCH generated histograms with 64 values. LCH extraction algorithm partitioned the image in 16 cells (4x4) which made it generate feature vectors with 1024 values. The quantity of moments used for CM descriptor was 6, leading to feature vectors with 12 integer values. CW-HSV generated feature vectors with 63 bits.

Analyzing Table 5 we can see that CW-HSV requires only 3% of the storage required by GCH. CM also generates compact feature vectors, requiring only 19% of the storage required by GCH. BIC and CCV feature vectors have the double size of GCH feature vectors. LCH is far from generating compact feature vectors.

Table 5. Absolute and relative space requirements in \( \text{eth} \) database.

<table>
<thead>
<tr>
<th></th>
<th>GCH</th>
<th>BIC</th>
<th>CCV</th>
<th>CM</th>
<th>LCH</th>
<th>CW-HSV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>64</td>
<td>128</td>
<td>128</td>
<td>12</td>
<td>1024</td>
<td>-</td>
</tr>
<tr>
<td>Bytes</td>
<td>256 B</td>
<td>512 B</td>
<td>512 B</td>
<td>48 B</td>
<td>4096 B</td>
<td>63 bits</td>
</tr>
<tr>
<td>Ratio</td>
<td>1.00</td>
<td>2.00</td>
<td>2.00</td>
<td>0.19</td>
<td>16.00</td>
<td>0.03</td>
</tr>
</tbody>
</table>

6.2 Effectiveness analysis

The effectiveness was analyzed by precision \( \times \) recall curves in \( \text{eth} \) database (Figure 1). Precision indicates the quality of the returned results and recall gives the percentage of the relevant images in the database that are presented in the results.

We can see in Figure 1 that BIC presented the highest effectiveness for recall values lower than 50%. For recall 10% BIC effectiveness was around 10% higher than all other descriptors. For recall values greater than 50%, CM descriptor had the highest effectiveness. However, for recall values under 20%, CM presented the worst effectiveness. CW-HSV did not presented good effectiveness in \( \text{eth} \) database.
In *yahoo* database we analyzed the retrieval effectiveness based on some query results. Figures 2, 3 and 4 show the first 20 retrieved images for each descriptor for three different queries. The top-left image is the query image.

**Figure 2. Query results in *yahoo* database. Top-left image is the query image.**

**Figure 3. Query results in *yahoo* database. Top-left image is the query image.**

Figure 2 has a simple object in the query image. CCV descriptor retrieved similar images in first positions, however, some irrelevant images also appeared. CM descriptor did not presented good effectiveness in this case, retrieving images of people, for example. CW-HSV retrieved relevant images in first positions but also some irrelevant ones were mixed in the results.

Figure 3 has people in the query image. BIC and CCV retrieved very similar images. CW-HSV presented good results in this case.

In Figure 4 the query image is an aerial photo of a city, with lots of buildings. The majority of retrieved images by BIC were images of cities. CM and CW-HSV mixed a lot of images from other categories in the results.

Summarizing, the CM descriptor presented a low effectiveness with our heterogeneous database, while BIC and CCV presented an opposite behavior. CW-HSV did not present good results in some image categories. The effectiveness analysis made here was empirical. A deep analysis will be made using real users, then evaluation measures like precision, for example, will be taken.

### 7 Conclusion

This paper presented a comparative study of color image descriptors for Web image retrieval. They were compared in terms of extraction algorithm complexity, distance function complexity, space requirements and retrieval effectiveness. The most relevant descriptors were tested in two image databases. One of them with heterogeneous images collected from the Web. Experiments showed that GCH and BIC presented promising results. They generate compact feature vectors, have fast extraction algorithms and perform distance calculations fast. Also, BIC presents good effectiveness for heterogeneous image databases.

As future work, we will use real users to evaluate retrieval effectiveness in *yahoo* database. We will also include more descriptors in our experiments.
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