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Abstract

In this paper, we present a new Hybrid Hierarchical Clustering approach for Im-
age Retrieval. Our method combines features from both divisive and agglomerative
clustering paradigms in order to yield good-quality clustering solutions with reduced
computational cost. We provide several experiments showing that our technique re-
duces the number of required comparisons to perform a retrieval without significant
loss in effectiveness when compared to flat-based solutions.

1 Introduction

Pictures are worth more than a thousand words. Nowadays, consumers are increasingly
creating large collections of digital photographs. There is a growing demand for automatic
tools to organize, browse, and search such collections. Content-Based Image Retrieval
(CBIR) systems [1] try to address these tasks.

However, CBIR approaches, in general, either are computational costly or present a
result that do not satisfy the user. Traditional techniques address only one of these problems
(c.f., survey [2]). The challenge in CBIR is to minimize the retrieval process time while
keeping the effectiveness as high as possible.

In this paper, we focus on CBIR techniques to improve the efficiency of these sys-
tems. In a flat-based retrieval environment, an image needs to be compared to the whole
image database to determine the closest matches for a retrieval. Although flat-based re-
trievals achieves good effectiveness they are computational expensive. There are two pos-
sible paradigms to address this problem: (1) data clustering, and (2) indexing structures.
The first is the unsupervised classification of observations, data items, or feature vectors
into groups (clusters) [3]. The second is data structures designed to improve the lookup
performance [4, 5]. Data clustering and indexing structures are suitable for problems of
explanatory pattern-analysis, grouping, decision-making, and machine-learning [3].

Data clustering algorithms can be hierarchical or partitional. Hierarchical algorithms
find successive clusters using previously established clusters, whereas partitional algorithms
determine all clusters at once.

∗The authors thank the financial support of Fapesp (Grants 05/52959-3 and 05/58103-3),
CNPq (Grants 301278/2004, 311309/2006-2, and 477039/2006-5), and Microsoft EScience Project.
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The strategies in hierarchical clustering are divided into two basic paradigms: bottom-
up agglomerative or top-down divisive. Agglomerative strategies begin with each element
as a separate cluster and merge them into successively larger clusters. On the other hand,
divisive strategies start with one cluster and divide it into two new clusters. The process
is recursively repeated for each cluster. Zhao and Karypis [6] have suggested that divi-
sive hierarchical clustering approaches are more appropriate for clustering large document
datasets than agglomerative techniques.

We present a new Hybrid Divisive-Agglomerative Hierarchical Clustering (DAH-
Cluster) approach suitable it for Image Retrieval. DAH-Cluster combines features from
both divisive and agglomerative clustering paradigms in order to yield good-quality cluster-
ing solutions. We provide several experiments showing that our technique not only greatly
reduces the number of required comparisons to perform a retrieval but also do not present
significant loss in effectiveness when compared to flat-based solutions.

2 Related work

A lot of researchers have proposed approaches for document classification and clustering [6–
9]. Ferragina and Gulli [10] have presented SnakeT, a hierarchical clustering approach that
organizes the search results from different web-search engines on-the-fly. They have used
the resulting hierarchy to complement the view of the flat-ranked list of results returned by
common available search engines. The clustering stage can be applied in different contexts.
For instance, some approaches perform the clustering in the metric space itself [11]. On the
other hand, clustering stages are used to find meaningful groups in micro-array descriptors
and to reduce the impact of high-dimensionality data in such applications [12].

Some researchers have presented clustering techniques for Content-Based Image Re-
trieval (CBIR). Cooper et al. [13] have presented a clustering approach based on the com-
putation of the similarity among photos’ time-stamps. The authors have showed that pho-
tographs from the same event and taken in relatively close proximity in time can lead to 33%
decrease in the speed of image retrieval. Shyu et al. [14] have introduced a unified frame-
work to facilitate conceptual database clustering and CBIR using Markov Model Mediators
(MMMs).

Heller and Ghahramani [15] have designed an algorithm for agglomerative hierarchical
clustering based on marginal likelihoods of a probabilistic model. However, this approach
is difficult to apply for CBIR given that it is hard to find a probabilistic model suitable to
describe images.

Antani et al. [16] have developed clustering techniques for hybrid text/image query-
retrieval for medical images. Malik et al. [17] have proposed a technique to overcome
problems of region growing algorithms such as seed point selection and processing order.
In their approach, pixel-based and neighboring pixels are merged in order to create repre-
sentative clusters. In turn, Stehling et al. [18] have proposed an adaptative agglomerative
clustering algorithm to segment images into high-similarity regions. Their approach is based
on pixel-wise connected components and color similarity.

Bhatia [19] has introduced a hierarchical clustering technique for image databases. In
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this approach, the stored models are represented hierarchically into the database instead
of using a flat structure. However, this technique presents the undesirable requirement of
changing the way the images are physically stored thus breaking up the logical and physical
data independence in the database.

Kinoshenko et al. [20] have proposed a technique to partition the image into disjoint
subsets. In their approach, the system splits each query into representative subclasses and
finds the most similar stored subclasses to each part of the query. However, the classes
of images need to represent a structural hierarchy, for instance the relationship present in
images of a car and its parts.

3 Image descriptors

In this section, we present four CBIR low-level descriptors which were implemented and
used as reference in our experiments. Section 4 shows how we can reduce the number of
required operations of these descriptors and how to improve their effectiveness.

3.1 Global Color Histogram (GCH)

The simplest approach to encode the information present in an image is the Global Color
Histogram (GCH) [21]. A GCH is a set of ordered values, one for each distinct color,
representing the probability of a pixel being of that color. Uniform quantization and nor-
malization are used to reduce the number of distinct colors and to avoid scaling bias [21].
The L1 (City-block) or L2 (Euclidean) are the most used metrics for histogram comparison.

Histograms are effective for retrieval if there is uniqueness in the color pattern present
in the images we want to compare. However,

3.2 Color Coherence Vectors (CCVs)

Zabih et al. [22] have presented an approach to compare images based on color coherence
vectors. They define color’s coherence as the degree to which pixels of that color are mem-
bers of large similarly-colored regions. They refer to these significant regions as coherent
regions. Coherent pixels are part of some sizable contiguous region, while incoherent pixels
are not.

In order to compute the CCVs, first the method blurs and discretizes the image’s color-
space to eliminate small variations between neighboring pixels. Next, it finds the connected
components in the image aiming to classify the pixels within a given color bucket as either
coherent or incoherent.

3.3 Border/Interior Classification (BIC)

Stehling et al. [23] have presented the border/interior pixel classification (BIC), a compact
approach to describe images. BIC relies on the RGB color-space uniformly quantized in
4 × 4 × 4 = 64 colors. After the quantization, the image pixels are classified as border or
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interior. A pixel is classified as interior if its 4-neighbors (top, bottom, left, and right) have
the same quantized color. Otherwise, it is classified as border.

After the image pixels are classified, two color histograms are computed: one for border
pixels and another for interior pixels. The two histograms are stored as single histogram
with 128 bins. BIC compares the histograms using the dLog distance function [23]

dLog(q, d) =
i<M
∑

i=0

‖f(q[i])− f(d[i])‖ (1)

f(x) =







0, if x = 0
1, if 0 < x < 1
⌈log2 x⌉+ 1, otherwise

(2)

where q and d are two histograms with M bins each. The value q[i] represents the ith bin
of histogram q, and d[i] represents the ith bin of histogram d.

3.4 Unser’s descriptors

Unser [24] has presented a set of statistical texture image descriptors based on his-
tograms of sums Hs and differences Hd. The method computes these histograms by sum-
ming/subtracting the pixel value on the image I in position (i, j) with the pixel’s neighbors
values defined in a neighborhood with radius (δi, δj)

Hs[I(i, j) + I(i + δi, j + δj)] += 1 (3)

Hd[I(i, j) − I(i + δi, j + δj)] += 1. (4)

In order to build the final feature vector, the method computes several statistical de-
scriptors (e.g., mean (µ), contrast (Cn), homogeneity (Hg), energy (En), variance (σ2),
correlation (Cr), and entropy (Hn)) over the histograms.

4 DAH-Cluster

Common belief points out that agglomerative clustering in general leads to better solutions
for clustering than partitional algorithms [6]. Contrary to this belief, in this section, we
present a new Hybrid Divisive-Agglomerative Hierarchical Clustering (DAH-Cluster) ap-
proach for Image Retrieval.

Our approach is hybrid; it relies on the combination of features from both divisive
and agglomerative clustering paradigms. This combination yields good-quality clustering
solutions with fewer computational operations. Now, we present details about our technique
as well as implementation considerations to make it suitable for image retrieval tasks.

4.1 How to perform a query

DAH-Cluster creates an offline hierarchical structure to represent groups of images as we
show in Figure 2. The method creates overlapping groups of similar images. At each level
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of the hierarchy, DAH-Cluster refines the groups formation in order to save computational
comparisons and keep the effectiveness as high as possible when performing a retrieval.

Using DAH-Cluster’s structure, we perform a retrieval comparing the cluster represen-
tatives to find the closest cluster to the query at each level. In the lowest level, we sort the
cluster representatives. Finally, we sort the elements in each cluster given by the ordering
in the cluster representatives until we complete the minimum required number of elements
in the retrieval (top m elements, for instance).

To illustrate how the method works, we create a toy example with 24 images of 8 classes
(3 images per class) of Corel Photo Gallery. Figure 1 depicts a query image and its top-3
results for BIC descriptor. The direct metric evaluation (flat-based) can lead to undesirable
results as we see in the R3 result which clearly is not of the same semantical class of the
query image Q.

Sometimes, DAH-Cluster can improve the overall retrieval effectiveness as we show in
the top-3 results in Figure 1(b). That is because at each level of the hierarchy, wrong
elements are attracted to new clusters which tends to represent their real classes. Hence
when we perform a retrieval, this process tend to eliminate some outliers, i.e, representative
elements far from the class of the query image.

In Figure 2, we show DAH-Cluster results for the selected 24 images of this toy example.
For instance, the wrong result R3 for the query Q in Figure 1 is inserted in the cluster c51

which correctly puts it in a new cluster c511 whose representative is far from the query
image Q.

Q R1 R2 R3

(a)

Q R1 R2 R3

(b)

Figure 1: Flat (left) and DAH-Cluster (right) toy example’s top-3 results.

4.2 Method’s description

In this section, we present the formalization of our method. Let c represent a cluster, crep

be a representative element of the cluster c, celements be a set of elements in the cluster
c, and cchild be a pointer to the next level c in a hierarchy of clusters. In addition, let
C be a set of clusters, k be the number of clusters in all clustering tasks, f ∈ [0, 1) be a
factor of re-clustering, E be a set of elements under analysis, and D a metric measuring the
dissimilarities among elements in E.

In Algorithm 1, we present DAH-Cluster algorithm. It consists of three steps: (1) we
perform a clustering stage over the initial set of elements E stored in the database (line 2);
(2) For each resulting cluster c ∈ C in (1), we build a new set E∗ with elements celements

of the ⌊f × k⌋ closest clusters to c.rep (lines 4-8); (3) If the number of elements for each
resulting E∗ is greater than the number of clusters k, we create a new level cchild in the
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c1 c2 c3 c4

c5

c51 c52 c53 c54 c55

c511 c512 c513 c514 c515 c541 c542 c543 c544 c545

Figure 2: DAH-Cluster toy example for 24 images and 8 classes.

clustering hierarchy of c and we iterate the steps (1-3) for the smaller set of elements E∗

(lines 9-11).

The method represents an agglomerative clustering paradigm in the sense that it starts
with each element as a representative cluster and it finds k clusters. It represents a divisive
clustering paradigm in the sense that it starts with a set of elements E and it iteratively
partition E into subsets E∗. This partitioning is a factor of re-clustering that intends to
put together some similar elements that otherwise would be separated.

The procedure Cluster(k,E,D) can be any agglomerative or partitional clustering
method such as K-means or K-medoids [25]. We recommend the choice of K-medoids when
it is desired an independent metric space. K-medoids only needs a dissimilarity matrix
among elements while K-means requires an Euclidean-space dissimilarity metric.

K-means and K-medoids are two of the most popular partitional clustering methods [25].
K-means is intended for situations in which all variables are of the quantitative type, and
the dissimilarities can be measured in the Euclidean space. However, Euclidean-distance
based procedures lack robustness against outliers. In turn, K-medoids is a generalization
of K-means in the sense that other metrics rather than Euclidean distance can be used to
measure the dissimilarities among elements [2]. In spite of their limitations, both methods
are largely used in the information retrieval literature [25].

Figure 3 shows an illustration of DAH-Cluster. At the beginning, we have E elements to
be clustered. After the first iteration, we have the level C1 of the hierarchy with k clusters
c1 . . . ck. For each cluster ci in C1, we find the ⌊f × k⌋ closest clusters to ci, create a new
set of elements Eci

, and perform the clustering again for each Eci
, generating the next level

in the hierarchy of clusters with nodes c11 . . . c1k . . . ck1 . . . ckk. We repeat this process while
the number of elements in the cluster ci is greater than the number of cluster k, i.e., while
|Eci
| > k.
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Algorithm 1 DAH-Cluster

Require: The number of clusters k, the re-clustering factor f ∈ [0, 1), the set of elements
E, and a metric D;

1: procedure DAH-Cluster(k,f,E,D)
2: C ← Cluster(k,E,D)
3: for each c ∈ C do

4: C∗ ← ⌊f × k⌋ closest clusters of c ∈ C

5: E∗ ← {}
6: for each c∗ ∈ C∗ do

7: E∗ ← E∗ ∪ c∗elements

8: end for each

9: if |E∗| > k then ⊲ | · | is the size of {·}
10: cchild ← DAH-Cluster(k, f,E∗,D)
11: end if

12: end for each

13: end procedure

4.3 Convergence

Theorem 1. DAH-Cluster method always converges in the number of clusters (width) and
in the number of levels (depth).

Proof. We have two possibilities: (1) the width convergence and (2) the depth convergence.
The first is direct controlled by the number of clusters k. We use a clustering algorithm such
as K-medoids and K-means which relies on the number of clusters k and always converges
to the solution either by stability or by a fixed number of iterations. A proof can be found
in [25]. The second is controlled by the factor of re-clustering f . Analyzing the hierarchy,
we have

|ci| < |E| (5)

i.e., the size of each generated cluster is always less than |E|. Furthermore, we see that

k
∑

i=1

|ci| = |E|. (6)

The sum of the elements of all clusters in a tree branch is always equal to |E|. Therefore, we
generate the next level of the hierarchy for the cluster ci selecting ⌊f × k⌋ closest clusters
to the cluster ci. The number of selected clusters for a branch in the next level is always
less than k given that f ∈ [0, 1)

⌊f × k⌋ < k. (7)

Thus
⌊f×k⌋
∑

i=1

|ci| < |E| (8)
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E

c1 c2 c3 ck

Ec1 Ec3 Eck

c11 c12 c1k c31 c32 c3k ck1 ck2 ckk

Figure 3: A representation of DAH-Cluster.

i.e., the sum of the elements for all selected clusters in the re-clustering stage for branch ci

is always less than the total number of elements to be clustered in this level E.

However, the number of elements to be clustered in the next level branch is given by

|E∗| =

⌊f×k⌋
∑

i=1

|ci|. (9)

which proves that |E∗| < |E|.

5 Experiments

In this section, we present results for an application of DAH-Cluster for image retrieval
tasks. Here we use the set of image descriptors described in Section 3. We compare our
technique (DAH-Cluster) with direct or flat retrieval (with no clustering stage), hierarchical
divisive (DHC), and partitional clustering (PC). We show that our method improves the
efficiency of retrieval tasks.

The instantiation of DAH-Cluster for CBIR consists of two steps: (1) to build an offline
hierarchical structure that better represents semantical relationships among images; (2) to
use the structure in (1) to perform online retrievals.

5.1 Methodology

In this work, we have used the query-by-example (QBE) paradigm [26]. In QBE, we give
an image as a visual example to the system and we query for images that are similar to the
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given example. Clearly, the effectiveness of these systems is dependent on the properties of
the example image.

In order to assess the system effectiveness, we divide an image database into two sets:
training and testing. We perform 5-fold cross-validation in the evaluation process. We
repeat this process 10 times and provide average results. We have used the simple and
well-known algorithm of K-medoids in the clustering tasks [25].

In this paper, we have used two image databases described in the literature. The first
database is a selection of the 1,624 images from Corel Photo Gallery and is the same as
the reported in [23]. This database is highly heterogeneous and contains with different 50
categories. Figure 4 shows some examples of some selected categories.

Parade Locomotives Snow mountains

Surfing Fish Houses

Deer Woods Mushrooms

Figure 4: Corel Photo Gallery database.

The second database is freely available1. We select 3,462 natural images from FreeFoto
divided into nine classes. Figure 5 shows some examples of each category. Sky and Clouds
category represents sunny and clear days. Cummulonimbus Clouds comprises images associ-
ated with heavy precipitation and thunderstorms. The other categories are self explanatory.

We use the Precision × Recall [26] metric to assess the retrieval effectiveness. Precision
is the ratio of the number of relevant images retrieved to the total number of irrelevant and
relevant images retrieved. Recall is the ratio of the number of relevant images retrieved to

1http://www.freefoto.com/preview.jsp?id=15-19-1/
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Trees / Forests Ocean Sky and Clouds

Flowers Leaves Sunrise / Sunset

Commulonimbus Snow Mountains Water Streams

Figure 5: FreePhoto database.

the total number of relevant images in the database.
In the experiments, we have calculated the Precision × Recall after the top-30 images

are retrieved. This represents the number of relevant images in the top-30 resulting images
for each query. This value is an estimate of the number of retrieved images an user would
accept to inspect in order to determine their relevance to her needs and it was first reported
in [23].

5.2 Overall results

In this section, we present results for our method and provide comparison with state-of-
the-art approaches. PC stands for Partitional Clustering (simple K-medoids), HC stands
for Hierarchical Clustering and DAHC-f is Divisive-Agglomerative Hierarchical Clustering
with factor of re-clustering f . In the experiments, we use values of k that are multiples of
5. We have chosen f values in order to yield integer values when calculating f × k. Hence,
we report results using f ∈ {0.05, 0.1, 0.15, 0.2}. High values of f leads to high overload in
the offline creation of the hierarchical structure. We provide results for BIC, GCH, CCV,
and Unser image descriptors. The dashed-lines is the direct flat retrieval using one of the
descriptors.

Figures 6 and 7 show the efficiency and effectiveness results for Corel Photo Gallery and
FreeFoto databases, respectively. Looking at the results, we see that DAH-Cluster greatly
reduces the number of required operations (improves the efficiency) regardless the database



A new Hybrid Clustering Approach for Image Retrieval 11

and the image descriptors. There is a trade-off between f and k in order to produce good
results. The greater k, the better the precision. However, the greater k, the greater the
number of required operations. In turn, the greater f , the better the re-clustering stages.
Nevertheless, the greater f the greater the offline overload needed to create the hierarchical
structure. We have found, experimentally, that f = 0.2 is a good trade-off for offline
efficiency and online effectiveness. In each stage, 50 < k < 100 is a good choice for k.

6 Conclusions

In this paper, we presented a new Divisive - Agglomerative Hierarchical Clustering ap-
proach for Image Retrieval (DAH-Cluster). It combines features from both divisive and
agglomerative paradigms.

We provided several experiments showing that our technique reduces the number of
required comparisons to perform a retrieval and still provides good effectiveness when com-
pared to direct (flat) retrieval. The effectiveness small losses are acceptable in practical
situations given the several orders of magnitude reduction in the number of required oper-
ations in each retrieval task.

DAH-Cluster relies on the choice of two factors: the number of of clusters k and the
re-clustering factor f . We showed that high values of k improves effectiveness but leads to
more required operations in order to perform a retrieval. In turn, we showed that there is
a trade-off between f and k in order to produce good results. In general, if we increase k,
we improve the effectiveness. However, high values of k leads to more required operations
in order to perform a retrieval. In turn, high values of f improve the re-clustering stage
and the online efficiency. However, the greater f the greater the overload in the offline
creation of the hierarchical structure of the database. We have found, experimentally, that
f = 0.2 is a good trade-off for low offline overload and online efficiency/effectiveness. In
each stage, 50 < k < 100 is a good choice for k. Finally, we also provided a formal proof of
DAH-Cluster’s convergence.

DAH-Cluster only requires the set of elements to be analyzed, and a metric measuring
the dissimilarities among them. In this context, our future work include the application
of our method for text retrieval and indexing using the state-of-the-art text descriptors
in the literature. Furthermore, we intend to validate the method on a web-scale CBIR
environment such as one containing several thousands of images.
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Figure 6: Effectiveness (left) and Efficiency (right) for Corel Photo Gallery. The results
for GCH, CCV, BIC, and Unser image descriptors, respectively, are showed from top to
bottom.
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Figure 7: Effectiveness (left) and Efficiency (right) for FreeFoto. The results for GCH,
CCV, BIC, and Unser image descriptors, respectively, are showed from top to bottom.
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